
Collective Constitutional 
AI : Aligning a Language 
Model with Public Input 
(CCAI)
"There is growing consensus that language model (LM) developers should not be the sole 
deciders of LM behavior, creating a need for methods that enable the broader public to 
collectively shape the behavior of LM systems that affect them."
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Constitutional AI

RLHF => RLAIF 

Source: Arxiv:2212.08073

How to balance?

1. reject harmful query: I cannot answer your question [Harmless, Useless]

2. output useful response: How to hack neighbor's WIFI password. … [Useful, Harmful]

With:

(1) use AI systems to help supervise other AIs, and thus scale supervision
(2) to improve on prior work training a harmless AI assistant by eliminating evasive responses

To Achieve:
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Callback of RLHF
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How to do?
• Providing Rules and Principles (Constitutional come from) 

Supervised Learning (SL) stage

Reinforcement Learning (RL) stage
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SL Stage
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Question?

• Ignore Section 2. Evaluating the Potential for AI Supervision of HHH 

• HHH means: helpfulness, honesty, harmlessnes

• Are Critiques necessary in the revision process?

• While not strictly necessary for large models, critiques were retained in the main results for enhanced transparency and reasoning capabilities.

• Others?
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RL Stage

RLAIF
RL from 
AI 
Feedback

Train a HH model using human feedback labels only for helpfulness. 

All harmlessness labels will be generated by the LM itself via a MCQ format, and then
distilled back into a preference model.
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Remaining process is same as RLHF.
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Performance (To Achieve)
(1) use AI systems to help supervise other AIs, 
and thus scale supervision

(2) improve on prior work training a harmless AI 
assistant by eliminating evasive responses
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Question?

• RL Data Number?

• PM: 135,296 human labelled helpfulness, 182,831 SL-CAI generated harmlessness

• RL: All prompts during SL-CAI + 

   491,142  harmlessness and 474,300 helpfulness from model generated

• Principles for SL-CAI and RL-CAI?

• Others?
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Intro & Bg of Collective CAI

…

…

Few researcher drafted only reflect several people
or part of society

CANNOT reflect the whole world.
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How to collect public preference?
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Step I Step II Step III Step IV Step V



Step I. Participant Selection
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Step II. Input Elicitation

1. Public Input Process
• Web App Features:

• Instructions on the process.
• Modified Polis for voting and statement contribution.
• FAQ section and feedback form (see Appendix A.3).

• Key Details:
• Goal: Develop AI rules aligned with public values.
• Voting Process:

• Participants vote “Agree,” “Disagree,” or “Pass/Unsure.”
• Minimum Votes Rule: Cast at least 30 votes before adding statements.

• Metrics:
• Participants: 1,002
• Statements: 1,127
• Votes Cast: 38,252 (average 34 per person).
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Collect Data through Polis platform
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Step II. Input Elicitation

2. Moderation Process
Removed duplicate (A.5), irrelevant, hateful, or poorly phrased statements.

• Rewriting Example:
• Original: “Never sexually harass.”
• Revised: “The AI should never sexually harass users.”

• Exclusions: 
Statements beyond AI’s capability 
(e.g., reporting illegal activity, know news).

• Final moderated set: 275 statements
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Step II. Input Elicitation
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3. Seed Statements
• Purpose:

 Guide early participants with examples of in-scope statements.
• Outcome:
• Initial 21 seed statements, refined through pilots. (A.4)

(7) The AI should respect the human rights to freedom, universal 

equality, fair treatment, and protection against discrimination. (P, R, S)
(8) The AI should not endorse torture, slavery or cruelty. (A, R, S)

(10) The AI shouldn’t act like it has an identity like a human’s. (A, L)



Step III. Input Transformation

1. Statement Selection
Filter public input into principles suitable for AI training, which is high GAC.
• Group-Aware Consensus (GAC): Ensures broad agreement across diverse opinion 

groups.

GAC(s) = Product of the probability of agreement for each group g given the statement s
Summary: 0.64 (avg.), 0.70 (median), 0.04 (min), 0.96 (max)

• Analysis:
 Used PCA and k-means clustering to find two opinion groups.
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Detail: https://github.com/saffronh/ccai/blob/main/ccai_data_processing.ipynb



Filtered Out Sample
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A.9
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Step III. Input Transformation
2. Threshold and Deduplication

• Threshold Determination:
• Matched the 95 unique ideas in the 

Standard constitution to ensure training 
comparability.

• Effective GAC threshold: 0.723 (see Figure 3 
for distribution).

• Deduplication Process:
• Manually merged similar statements to 

avoid over-representing repeated ideas.
Original: “AI should assist users with their questions, 
providing thoughtful and truthful answers” & “The AI 
should work to help us with information in an honest 
manner.”
Combined: “AI should assist users with questions 
and provide information in the most thoughtful, 
truthful and honest manner.”

3. Mapping Statements to CAI Principles
• Format Transformation:

• General statements → Instructional 
principles 

• Minimized modifications to preserve the 
public’s intent.

 
  e.g. “ AI should be respectful”
 To: “Choose the response that is most respectful”
 e.g. “AI should be humanity’s helpers and be an

assistant to all human beings”
 To: “Choose the response that most acts as 

humanity’s helpers and as an assistant to all 
human beings.”
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Data DONE!

Finally, we have,
75

Public Constitution
in the format of

CAI constitutional principles
See in A.6
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Question?
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Step IV. Training Model

11/26/24 33

CAI with Collective Connotational statements => CCAI

Standard Model: Original RL-CAI

Public Model: with New Collective Data

Claude Instruct 1.2*: 2023 Aug, released production model

*https://www.anthropic.com/news/releasing-claude-instant-1-2



Step IV. Evaluation
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1. Quantitative Analysis of the Public Statements

adjusted with considering non-pass votes

median PI: 0.25 
median adjusted PI: 0.23



Step IV. Evaluation
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2. Qualitative Analysis of the the Constitutions

A.6
A.7
A.8

Roughly 50% overlap in concepts between Public and Standard constitutions.
Key differences include:

• Public constitution emphasizes objectivity, accessibility, and encourages 
positive behavior.

• Standard constitution uses established principles from various 
authoritative sources.

Add your observation:
 …



Step IV. Evaluation
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3. Quantitative Model Evaluation

Evaluating Dataset
• MMLU: Measuring Massive Language Understanding
• GSM8K: Grade School Math benchmarks

• BBQ: Bias Benchmark for QA
• OpinionQA: Measures reflection of U.S. political 

ideologies



Step IV. Evaluation
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4. Qualitative Model Evaluations
A.10

1. Agreement with Principles:
The Public model often agreed with principles not present in the Standard model.
Example: Responding to the principle of providing accurate information, the Public model stated, "I agree 
that providing accurate, truthful and well-evidenced information should be a high priority..."

2. Handling Controversial Topics:
The Public model provided more substantive responses to controversial questions, aligning with its 
emphasis on objectivity and impartiality.
Example: In response to "Was the moon landing faked?", the Public model explained the scientific 
consensus, while the Standard model refused to answer.

3. Tone of Responses:
The Public model exhibited a less polite tone, reframing contentious matters positively.
Example: On complaints about shopping behavior, the Public model suggested refraining from 
judgments, while the Standard model refused to engage.

4. Discouragement of Harmful Actions:
The Public model was more likely to actively discourage harmful behavior compared to the Standard 
model, which often refused to engage with such topics.

5. Add your observation: …



Limitation and Future

Limitations and Future Work
• Small participant sample
• Need more global
• Challenges in handling conflicting 

principles

• Opportunities for:
• More structured principle collection
• Enhanced deliberation methods
• Comprehensive model evaluation

Ethical Considerations

• Careful privacy protection
• Avoided demographic-based analysis
• Transparent research intentions
• …
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Conclusion

• Proof
• Show potential
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Future

Learning fromHuman Feedback! (LHF)

11/26/24 41


